Manually Install QRescue to recover Qlocker-encrypted
files on QNAP NAS

Qverview:
Requirements:
Demo Video:
Steps:
o Part 1. Configure external HDD with the name "rescue" and create folders with the name
"recup1” for recovery
Part 2. Download and Manually Install the QRescue A
Part 3. Run PhotoRec
Part 4. Run QRescue

Part 5. Move the recovery data to your NAS.
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Overview:
QRescue is the data recovery tool for Qlocker-encrypted 7z files. It contains:
e PhotoRec (Open Source Project / GNU General Public License / Project Link):

File recovery software designed to recover lost files from hard disks and CD-ROMs, and lost
pictures (thus the Photo Recovery name) from storage medium.

e QRescue (Powered by QNAP):
The script to recover file structures from the encrypted 7z files and PhotoRec files.

Requirements:

e Download the QRescue app from this link.

https://download.gnap.com/QPKG/QRescue.zip

e Prepare an external hard disk drive with a capacity larger than the total used storage space on
your NAS.
o Note: It's advised to prepare an external HDD with 1.5 to 2x free space than the total used
storage space on your NAS. Additional space might be required during the recovery
process. If the available space is less than the suggested value, error and other issues


https://www.gnu.org/licenses/old-licenses/gpl-2.0.html
https://www.cgsecurity.org/wiki/PhotoRec
https://download.qnap.com/QPKG/QRescue.zip
https://download.qnap.com/QPKG/QRescue.zip

may OCcCur.

Demo Video:

e Please refer to this link.

Steps:

Part 1. Configure external HDD with the name "rescue" and create folders with
the name "recup1” for recovery.

QRescue will process the recovery process to external drive first, and we need to do some configuration
for this recovery process and create the specific destination and folder name.

1. You need to prepare an external HDD that its usable capacity is larger than the total used storage
size of your NAS. This is because you will recover the files to the external device first. Please
check your used volume size first by clicking More > About on the QTS desktop.


https://drive.google.com/drive/folders/1GeVKKLNy4b3pURq9nrDnm8dDBxwf7Ahd?usp=sharing
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2. Insert the external drive to your NAS. Please go to Storage Manager > External Device > Select
your external device > Click “Actions” > Click “Format” to format the external drive.



| Storage & Snapshots -4 X

| f5Y storage & Snapshots (/= External RAID Device ~ ) (% sSD Over-Provisioning ~ ) (€J vJBOD/VJBOD Cloud ~) | & @ | 45}
|
e Total - Devices: 1, Partition: 1 g e-l
Name/Alias Status Type Capacity Utiliz| Storage Information I

Storage

Snapshot

W (=) Device 1 StoreJet Transcend USB 3.0 894.25 GB
| Format

2 I_ drive @ Ready EXT4 889.17GB

& storage Eject

Disks/VJBOD
Storage/Snapshots
Cache Acceleration
External Storage

9] Snapshot Backup
Snapshot Replica
Snapshot Vault

iSCSI & Fibre Channel

& To access devices that use the exFAT file system, you must purchase an exFAT driver license in License Center. Click to purchase now.

The File System must be “EXT4”, and the Label name must be key in “rescue”. If these
configuration is ready, please click “Format”

Format Partition

Partition: test (EXT4, 889.17GB ) A

I File System: ) EXT4 - I

Mainly for NAS and Linux/UNIX environment

I Label: rescue I

Encryption: N/A v

Password

Verify Password

f
° Format I Cancel
|

Notice:
The QRescue app will use “rescue” as the external drive name. If you use other names, the
recovery process might fail.



4. (Optional) If you disable the admin account or you don't use admin to login QTS, you might not
see the external drive on the File Station. Please go to Control Panel > Privilege > Shared Folder >
Edit Shared Folder Permission to enable or change read / write permission for “rescue” folder
and to match the account that you log in the NAS.

o Sample:
Grant other administrator group account (Example: “_gnap_support” is the administrator
group account for read/write permission to external hard drive naming “rescue”).

-+ X
Users e "
Shared Folder ‘Advanced Permissions Folder Aggregation
User Groups Restore Default Shared Folders
Shared Folders 3 M | Folder Name size Folders Files | Hid.. | Volume Action
Quota container @ 1.036B 4489 28184 | No DataVoll
) ) Public 104.43 MB 15 21 | No DataVoll
Demain Security
e N boma Contalle Web 247.88 MB 6 36 | No DataVoll
Network & O web2 75.83 MB 4 17 MNo DataVol2
lie
homes 17.98 MB 3 87 | No Datavoll
I rescue 279.7 MB 305 3792 MNo USB Disk 1 I (]
Page 1 n Display item: 1-6, Total: 6 Show 10 ¥ Item(s)
Edit Shared Folder Permission :
Select permission type: | Users and groups permission v

Edit the user and group permissions for access from Windows, Mac, FTF, and File Station.

Shares

g Er"::.ai A Permissions Preview Read Only Read/Write Deny Access
ublic

[Iweb & admin Read/Write O ] O
[Oweb2

[Jhomes

[Trescue

Guest Access Right: | Deny access - Add Remove

Subfolder permissions are not supported on external devices or virtual disk drives.

‘ Apply H Close ‘




Edit Shared Folder Permission

Select permission type:  Users and groups permission v

Edit the user and group permissions for access from Windows, Mac, FTP, and File Station.

Shares

[0 Container Permissions Preview Read Only Read/Write Deny Access
[ Public

[CIweb £ admin Read/Write O v}

[ Web2
[Thomes | £ _gnap_support Read/Write O %]

[rescue

Guest Access Right: = Deny access v

Subfolder permissions are not supported on external devices or virtual disk drives.

Using File Station to check the volume for the correct external device name.

File Station -4 X

(m FileStation 5 Q&= 2V ¢

il TS251a-211
4 4 DataVol1
Container O Name Modified Date ~ Type Size *

B
S

home This folder is empty.
homes
Public
Web
4 rescue
» @ Snapshot
@ Qsync
A Accepted Team Folder
& Recycle Bin
«. Share link management

& Shared with me

- Recycle Bin

Q
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Create the new folder and name as “recup1” (format: recup+{number}). If you have more than one
storage volume, you need to add more folders for recovery.



Create folder

Folder Name : |

recup + {number}

admin v

[ Fil + X Storage & Snapshots

(m FileStation 5 QRFZV @ % Storage & Snapshots [: External Storage Devices v) f& SSD Over-Provisioning v) v

_ = TN Storage Space Storage Pool: 1, Volume: 2, LUN: 0
i@ doro-210 @ ovenie

DataVoll [ escue @ Name/Alias Status Type Snapsho
o m] Name Modified Date i v Storage Pool 1 @ Ready
Download [m] co_testdisk 2021/05/14 21:47:56 SpSIO [ 7 DataVoll (Syste-- @ Ready Thick volume. -
home [m] lost+found 2021/05/1311:50:38 orage | /o DataVol2 @ Ready Thick volume -
homes ke 2021/05124.0595TF | D
apkg 55" B
— = One data volume match
ultimedia

o ol 4— 202 s orage/Snapsho one recup folder
Public

o recup2 2021/05/21 1831:55 e
Web

t 2021/05/1717:05:32
— O restore 105/

[m] restore.l 2021/05/1410:24:14 ReneteD
co_testdisk ] restorel 2021/05/2118:40:15
lost+found m] testdisk-7.1 2021/05/16 18:49:40
apkg [m} testdisk-7.2WIP 2021/05/18 15:42:57

psho

[CELE) ] photorec.se2 2021/05/16 18:53:34
recup2 - -

0 [ testdisk7.l.amnonedinux-g..  2021/05/13 11:44:41
restore

0 [ testdisk7.2WiRarm-nonedin. 2021/05/13 01:21:30
restore.1
restorel
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testdisk-7.1

Notice:
The QRescue app will use “recup+{number}” as the folder name. If you use other names, the
recovery process might fail.

Part 2. Download and Manually Install the QRescue App

This QRescue app is a special build. Therefore, you need to manually install this app from the QTS App
Center.



7. Please go to this link to download the QRescue app.

https://download.gnap.com/QPKG/QRescue.zip

8. Please go to App Center > Click Install Manually > Click Browse to find the QRescue app location
on your computer.

Install Manually

To install a package, please follow the steps below:

1. Click here to browse more App add-ons including those newly developed ones from the Beta lab. You
can download and unzip the add-ons to your computer.

App Development: If you would like to develop App add-ons, the QDK has the tools, documentation, and
sample codes you need to create great applications.

2. Browse to the location where the unzipped file is, and then click [Install].

Note: QNAP recommends that you only install applications from the QTS App Center or the QNAP website.
Applications downloaded from other sources are NOT authorized by QNAP and may harm your system, cause

data loss, or leave your Turbo NAS open to attagk QNAP will not be held responsible for damage, loss or harm
caused by unauthorized apps.

|| Browse... || Install |
—_

Close

9. After selecting the app location, you can click Install. Wait until the installation completes and
open the QRescue app on QTS desktop or side-bar.


https://download.qnap.com/QPKG/QRescue.zip
https://download.qnap.com/QPKG/QRescue.zip

Install Manually

Toinstall a package, please follow the steps below:

1. Click here to browse more App add-ons including those newly developed ones from the Beta lab. You
can download and unzip the add-ons to your computer.

App Development: If you would like to develop App add-ons, the QDK has the tools, documentation, and
sample codes you need to create great applications.

2. Browse to the location where the unzipped file is, and then click [Install].

Note: QNAP recommends that you only install applications from the QTS App Center or the QNAP website.
Applications downloaded from other sources are NOT authorized by QNAP and may harm your system, cause

data loss, or leave your Turbo NAS open to attack. QNAP will not bedgeld responsible for damage, loss or harm
caused by unauthorized apps. 6

QRescue.01.76.386 544

® The App has been installed and is ready to use.

10. When you open the QRescue app, you will see the web console. It can help to run PhotoRec and
QRescue to recover your files.



QRescue -4 X

Shell

Home > Shell

[admin@TS251a-211 grescue]#

Part 3. Run PhotoRec

Running PhotoRec can help you to recover the lost files from hard disks to the external drive. Now you
will recover the NAS files to the “recup1” (example: recup+{disk_number}) folder on the external drive.

11. Type this command and press Enter on your keyboard. You will start to run PhotoRec.

Command:



QRescue -+ X

IIH%iiH%%HIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

Shell

Home > Shell

[admin@PM-QuMagieCore grescue]#
[admin@PM-QuMagieCore qrescue]#
[admin@PM-QuMagieCore grescue]#
[admin@PM-QuMagieCore grescue]# photorecl]

12. Use Up/Down arrows to choose the hard drive. Then, you can use Left/Right arrows and start to
select the NAS disk for running recovery by PhotoRec.

PhotoRec 7.2-WIP, Data Recovery Utility, May 2021
Christophe GRENIER <grenierfcgsecurity.org>
https://www.cgsecurity.org

PhotoRec is free software, and
comes with ABSOLUTELY NO WARRANTY.

Select a media (use Arrow keys, then press Enter):
Disk /dev/sda - 10000 GB / 9314 GiB (RO) - ST10000VN0O008-2JJ101
Disk /dev/sdb - 10000 GB / 9314 GiB (RO) - ST10000VN0008-2JJ101
Disk /dev/sdc - 515 MB / 492 MiB (RO) - USB_DIS¥ MODULE
[>Disk /dev/mapper/cachedevl _ 7696 CB / 7168 CGiB (RO)| 1
i /dev/mapper/cachedev2 - 8246 GB / 7680 GiB (RO)
/dev/mapper/vgl-lvl - 7696 GB / 7168 GiB (RO)
/dev/mapper/vgl-1v1312 - 998 MB / 952 MiB (RO)
/dev/mapper/vgl-tpl - 9820 GB / 9145 GiB (RO)
/dev/mapper/vgl-tpl_tierdata 0 - 4194 KB / 4096 KiB (RO)
/dev/mapper/vgl-tpl_tierdata 1 - 4194 KB / 4096 KiB (RO)
/dev/mapper/vgl-tpl_tierdata 2 - 9822 GB / 9147 GiB (RO)
/dev/mapper/vgl-tpl_tierdata 2_fcorig - 9822 GB / 9147 GiB (RO)
/dev/mapper/vgl-tpl_tmeta - 68 GB / 64 GiB (RO)
/dev/mapper/vgl-tpl-tpool - 9820 GB / 9145 GiB (RO)
/dev/mapper/vg2-1v2 - 8246 GB / 7680 GiB (RO)
/dev/mapper/vg2-tp2 - 9820 GB / 9145 GiB (RO)
/dev/mapper/vg2-tp2 tierdata 0 - 4194 KB / 4096 KiB (RO)
[Previous] | Next [ Quit ]

Note:

Disk capacity must be correctly detecc_. for a successful recovery.

If a disk listed above has an incorrect size, check HD jumper settings and BIOS
detection, and install the latest OS patches and disk drivers.

o Sample:
m /dev/mapper/cachedevi as 1st data volume
m /dev/mapper/cachedev2 as 2nd data volume

m /dev/mapper/cachedev20 as 20th data volume

o Note:



You can check the number of data volumes in Storage & Snapshots > Storage/Snapshots

| File Station

File Station — 4 X || storage& Snapshots
. Ed = : = :
Q&R CV m? Storage & Snapshots = External Storage Devices v | ( #%% SSD Over-Provisioning v |  a
=BT A Storage Space Storage Pool: 1, Volume: 2, LUN: 0

i@ doro-210  overvie

» 3 Container Name Modified Date v Storage Pool 1 & Ready

» &3 Download co_testdisk 2021/05/14 21:47:56 | fu DataVoll (Syste-- @ Ready Thick volume -

» 3 home lost+found 2021/05/13 11:50:38 & Storage | fm Datavol2 @ Ready Thick volume -

+ &3 homes apkg 2021/ b

» 03 Multimedia o= 2021/ “/dev/mapper/cachedev1” will recover to “recup1

» [ Public
» [ Web
» & DataVol2
ue
» [ co_testdisk
+ & lost+found
+ 01 gpkg
» [ recupl
» 0 recup2
» [ restore
» [ restore.1
» [ restorel
» [ testdisk-7.1

recup2

2021/05/21 18:31:55

O0O0OO0OO0OO0OO0OO0O|00|j0ooag

restore

restore.1

restorel

testdisk-7.1

testdisk-7.2-WIP
photorec.se2
testdisk-7.1.arm-none-linux-g.

testdisk-7.2-WIParm-none-ln...

2021/05/17 17:05:32
2021/05/1410:24:14
2021/05/21 18:40:15
2021/05/16 18:49:40
2021/05/18 15:42:57
2021/05/16 18:53:34
2021/05/13 11:44:41

2021/05/13 01:21:30
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“/dev/mapper/cachedev2” will recover to “recup2”

13. Select the "ext4" partition and press “Enter”

PhotoRec 7.2-WIP, Data Recovery Utility, May 2021
Christophe GRENIER <grenier@cgsecurity.org>
https://www.cgsecurity.org

Disk /dev/mapper/cachedevl - 161 GB / 150 GiB (RO)

Start End Size in sectors
1 314572799 0 1

1 314572799 0 1

Partition
Unknown 0 0

> P ext4 0 0 314572800 [DataVoll]

14. Select the file system as [ ext2/ext3 ] and click “Enter” key.

PhotoRec 7.2-WIP, Data Recovery Utility, May 2021
Christophe GRENIER <grenier@cgsecurity.org>
https://www.cgsecurity.org

P ext4 0 0 1 314572799 0 1 314572800 [DataVoll]
To recover lost files, PhotoRec needs to know the filesystem type where the
file were stored:

MRSV SRl ext2/ext3/extd filesystem

[ Other ] FAT/NTFS/HFS+/ReiserFs/...

15. Select the space as [ Whole ] and click the “Enter” key.

PhotoRec 7.2-WIP, Data Recovery Utility, May 2021
Christophe GRENIER <grenier@cgsecurity.org>
https://www.cgsecurity.org

1 314572799 0 1

P ext4 0 314572800 [DatavVoll]

Please choose if all space needs to be analysed:

[ Free ] Scan for file from ext2/ext3 unallocated space only
> [ Whole Il Extract files from whole partition

16. Now we need to select the external device’s folder as the recovery destination.

o Source Destination: /share/external/DEV3301_01/qgpkg/QRescue [QRescue qpkg]

314572800 [Whole disk]




o Recovery Destination: /share/rescue/recup1 [External Device]
o Click “.." to go back to the upper level folder

m Sample destination: External disk on QRescue app

PhotoRec 7.2-WIP, Data Recovery Utility, May 2021

Please select a destination to save the recovered files to.
Do not choose to write the files to the same partition they were stored on.
Keys: Arrow keys to select another directory
C when the destination is correct
Q to quit
Directory /share/external/DEV3301_1/qpkg/QRescue/workspace

drwxr-xr-x 0 0 4096 22-Mav-2021 10:35 .
pldrwxr—xr-x 0 0 4096 21-May-2021 18:43 ..]

1rwxrwxrwx 0 32 21-May-2021 18:21 1

lrwxrwxrwx 0 39 21-May-2021 18:21 photorec

—IW=L=———— 0 40960 22-May-2021 10:35 photorec.se2

lrwxrwxrwx 0 42 21-May-2021 18:21 grescue.pyc

lrwxrwxrwx 0 41 21-May-2021 18:21 grescue.sh
lrwxrwxrwx 0 44 21-May-2021 18:21 sample mem.sh

m Sample: External Device (name: rescue) > Destination Folder (name: recup1)

PhotoRec 7.2-WIP, Data Recovery Utility, May 2021

Please select a destination to save the recovered files to.
Do not choose to write the files to the same partition they were stored on.
Keys: Arrow keys to select another directory

C when the destination is correct

Q to quit

Directory /share/rescue
drwXIrwxrwx 0 0 24-May-2021 09:55
drwxXrwxr-x 0 0 580 21-May-2021 01:36 ..
drwxrwxrwx 0 0 4096 14-May-2021 21:47 co_testdisk
------ 0 0 16384 13-May-2021 11:50 lost+found
drwxr-xr-x 0 0 4096 24-May-2021 09:55 gpkg
0
0

4096 21-May-2021 18:31 recup2

drwXrwxXrwx 0
dIrWXr—X1 =X 0
17. Please click “C” on the keyboard when the destination is “/share/rescue/recup1”.
PhotoRec 7.2-WIP, Data Recovery Utility, May 2021
Please select a destination to save the recovered files to.

Do not choose to write the files to the same partition they were stored on.
Keys: Arrow keys to select another directory

C when the destination is correct

Q to quit
Directory |/share/rescue/recupl
>drwXrwxrwx 0 0 4096 21-May-2021 18:34 .
drwxXrwxrwx 0 0 4096 24-May-2021 09:55




18. Start to run the recovery process by PhotoRec. Now you can see the estimated time to
completion.

PhotoRec 7.2-WIP, Data Recovery Utility, May 2021
Christophe GRENIER <grenierf@cgsecurity.org>
https://www.cgsecurity.org

Disk /dev/mapper/cachedevl - 64 GB / 60 GiB (RO)
Partition Start End Size in sectors
P extd 0 0 1 125829119 0 1 125829120 [DataVoll]

Destination /share/rescue/recupl/recup_dir

Pass 1 - Reading sector 1841344/125829120, 716 files found
Elapsed time 0h0Oml4s - Estimated time to completion 0h15m42
txt: 547 recovered

tx?: 74 recovered

elf: 58 recovered

mov: 11 recovered

mp3: 11 recovered

DS_Store: 7 recovered

riff: 3 recovered

pdf: 2 recovered

png: 1 recovered

others: 2 recovered

19. When you finish the PhotoRec, you can press enter when you select [Quit] or type in “ctrl-¢c” to
exit.

PhotoRec 7.2-WIP, Data Recovery Utility, May 2021
Christophe GRENIER <grenier@cgsecurity.org>
https://www.cgsecurity.org

Disk /dev/mapper/cachedevl - 161 GB / 150 GiB (RO)
Partition Start End Size in sectors
P ext4 0 0 1 314572799 0 1 314572800 [Datavoll]

202724 files saved in /share/rescue/recup/recup_dir directory.
Recovery completed.

You are welcome to donate to support and encourage further development
https://www.cgsecurity.org/wiki/Donation

Part 4. Run QRescue

Run QRescue can help you to recover the files retrieved by PhotoRec. Now you will recover the files from
the “recup+{number}” folder to the “restore+{number}” folder which auto creates on your external drive.

20. Type this command and click Enter on your keyboard. You will start to run QRescue.

Command:

grescue.sh



QRescue

QRescue

Shell

Home > Shell

[admin@doro-210 grescuel# grescue.sh]]

21. (Optional) If you have two or more data volumes on your NAS, the screen will let you select which
data volume you will start the process. Please type the number and press “enter”. If you only have
one data volume, you might not see this step.

[ Quit ]

[admin@doro-210 grescue]#

[admin@doro-210 grescue]#

[admin@doro-210 grescue]#

[admin@doro-210 grescue]# grescue.sh

2021-05-24 10:40:28,504 (INFO) getting /dev/mapper/cachedev* info...
dkdededkok ok ok ok ok okokkdkkkkk

*%% NOTICE!!! *x*

% g de gk ok ko ke k ok ok ke ke ok ko

Two or more disks are found, please identify which disk was just processed by PhotoRec:
1: "/dev/mapper/cachedevl" (/lib/modules/4.14.24-gnap/container-station)
2: "/dev/mapper/cachedev2" (/share/CACHEDEV2 DATA)

Enter the number 1-2:

[ Quit ]

[admin@doro-210 grescue]#

[admin@doro-210 grescue]#

[admin@doro-210 grescue]#

[admin@doro-210 qrescuel# gqrescue.sh

2021-05-24 10:40:28,504(INFO) getting /dev/mapper/cachedev* info...
dhkkkkkkkhkkkdkkkdkdkh

*%% NOTICEL!! *%x

kkkkkkkkkkkkdkdkkkk

Two or more disks are found, please identify which disk was just processed by PhotoRec:
1: "/dev/mapper/cachedevl" (/lib/modules/4.14.24-gnap/container-station)

2: "/dev/mapper/cachedev2" (/share/CACHEDEV2_ DATA)

Enter the number 1-2: |1




22. (Optional) Now you can see the progress for which files were completed in the recovery process.
Shell

Home > Shell

[admin@TS251a-211 grescue]# ./qrescue.sh
2021-05-20 :34:29,929 (INFO) > starting rescue
2021-05-20 :34:29,932(INFO) getting /dev/mapper/cachedev* info...
2021-05-20 :34:29,954(INFO) scaning 7z root dir="/share/CACHEDEV1_DATA" (/dev/mapper/cachedevl)
2021-05-20 :34:29,954(INFO) count total of 7z files ....
2021-05-20 :34:37,988(INFO) --> total 7z = 6
2021-05-20 :34:37,989(INFO) read all recup files info to memory....
2021-05-20 :34:40,851(INFO) .... counting recup = 50000
2021-05-20 :34:47,751(INFO) total recup files =85253
2021-05-20 19:34:47,894 (INFO) {
"skip",
"act_7z": "/share/CACHEDEV1_DATA/Web/for_test_r2/1207-1.jpg.7z",
"proceeded_7zs": 1,
"proceeded_%": "16.67%",
"total_72s 6,
"total_recap": 85253,

’
) 0 e": "2021-05-20 19:34:47",
"elapsed": "00:00:00.14",
"estimated total time": "00:00:00.85",
"estimated remaining time": "00:00:00.71"

23. When all of the QRescue process is completed, the screen will show the result summary and the
process for sending the system log.

QORescue =+ x

QRescue

Shell

Home > Shell

"total 7Zs": 6,
otal_

0:00:00.
"estimated total time
"estimated remaining time":

}
2021-05-21 18:51:30,695(INFO) saving all recup file info...
2021-05-21 18:51:32,015(INFO) saving all 7z file info.
2021-05-21 18:51:32,018(INFO) final result={
"root_7z": "/share/CACHEDEV1_DATA",
"root_recup": "/share/rescue/recupl”,
"root_restore": "/share/rescue/restorel”,
"all_7z": §,
"Fix": 0,
"all recup": 23319,
"elapsed": "00:00:00.10 (0.10s)"

}

2021-05-21 18:51:32,018(INFO) send system log...
[admin€TS251a-211 grescue]#

[admin€TS251a-211 grescue]#

[admin€TS251a-211 grescue]#

[admin€TS251a-211 grescue]# [|

24. QRescue app also will send the event log to QuLog Center / System Log and notify you on
finishing the whole recovery process. If you have opened the QNAP support ticket, don't forget to
make the feedback for your case. QNAP support team will help you to double check. Thank you
very much.



Part 5. Move the recovery data to your NAS.

You can move the recovery data to your NAS by File Station

File Station x

Sort By
File Station New - X
H i Copy
(m FileStation 5 QE 2V i
Share
— = " Open
il TS251a-211 —
4+ £ DataVoll 9 Download e
» [0 Container O Na Rename Modified Date Type Size 0
home [m] "€C Copy to/Move to Folder
» & @Recycle il res  Delete Copy to Folder
Move to
homes cut
Public
Create Shortcut to Desktop
Web
Add to Favorites
cue
recup Compress(Zip)
restore Properties
» B Snapshot
@ Qsync
A Accepted Team Folder
& Recycle Bin
«. Share link management
& Shared with me
: Recycle Bin
Page 1 n o Display item: 1-2, Total: 2 Show 50 ¥  Item(s)

Move to

« [ TS251a-211
+ (=) DataVoll

» [ Container

+[~7home

» [ @Recycle

» [JJhomes

» [JPublic
» [Iweb
» Edrescue
@ async

Mode:

Rename duplicate files

2 Merge selected file transfer tasks

[ Dataintegrity check @

Create folder




