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How to set up QNAP NAS as storage repositories on Citrix XenServer
via iSCSI

Citrix XenServer™ is the powerful server virtualization solution platform for creating and
managing a virtual infrastructure. QNAP provides high performance and reliable Citrix
Ready network storage solutions that meet your business needs and reduce your total
cost of ownership (TCO).

Create an iSCSI LUN on Turbo NAS

To set up the Turbo NAS as a XenServer storage repository, you have to create an iSCSI
logical unit number (LUN) on the Turbo NAS. In this example, we created a 5TB LUN
named “xenstorage”. The complete name of the iSCSI LUN will be:

iqn.2004-04.com.qnap:ts-509:iscsi.xenstorage.b9281b
For the details of creating an iSCSI target and LUN, see the application note “Create and
use the iSCSI target service on the QNAP NAS” on:

http://www.gnap.com/pro_features.asp

Connect XenServer to the iSCSI target

Once you have created an iSCSI target S A—
File View Pool Server VM Storage Templates 1

and LUN on the Turbo NAS, you can @Back, e E‘ThddNewsewer 5 N

Show: | Server View )-’ |? Cb XenServer5

l ‘ Search [Eeneral S
¥ NewVM...

@ n Import VM...
'© Windgl = New Storage Repository... l
= DVD AAdd to Pool erv

connect XenServer to it.

Right click “XenServer” under XenCenter.

Then select "New Storage Repository”.

= >
@ iSCSL Se
iSCSL Management Interfaces... 00
iSCSI_ Enter Maintenance Mode...
Local
i s NESI9 & Reboot nServ
= Remoj @  Shut Down Se
| , 00
Disconnect
Properties ing a
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Select iSCSI under ‘Virtual disk storage’ and click ‘Next’.

° New Storage Reposito

! % " Choose the type of new storage

CITRIX

Virtual disk storage
() NFSVHD
@ iSCSI
() Hardware HBA

Advanced Storagelink technology
) NetApp

() Dell EqualLogic

IS0 library

() Windows File Sharing (CIFS)
() NFSISO

Shared Logical Volume Manager (LVM) s|
either iSCSI or Fibre Channel access to a

Using the LVM-based shared SR provides;
benefits as unshared LVM for local disk
shared context, iSCSI or Fibre Channel-bz
agility — VMs may be started on any sel
migrated between them.




Enter a name for the NAS (storage repository).
Enter the NAS IP.
If you have enabled iSCSI CHAP authentication on the NAS, select the option “Use
CHAP” and enter the authentication information.

4. Click “Discover IQNs” to get the target list from the NAS. XenServer will discover
all the iSCSI targets on the NAS.

€3 New Storage Repository - XenServe

I g Enter a name and path for the new iSCSI storage e

Type Name: My QNAP iSCSI Storage | 14
S e S 1 2 >

Use CHAP

CHAP User: qnapuser

CHAP Secret:  eeesssccssssd) \
Target IQN: || Discoverigns l

Target LUN:
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The target list has been updated.
1. Select the target you want to use. In this example, “xenstorage” is selected.
2. Click “Discover LUNs" to detect all the LUNs mapped to the target.

Name: My QNAP iSCSI Storage

Target Host: 108.13.54 1 3260
Use CHAP

CHAP Authentication

CHAP User: qnapuser

CHAP Secret: sssccssscssee

Target IQN: iqn.2004-04.com.qnap:ts-509:iscsixenstorage.b9281b (. v [ Discover IQNs ]
Target LUN: | Discover LUNs ||

Select the LUN you want to use and click “Finish”.

Name: My QNAP iSCSI Storage|

Target Host: 10.813.54 1 3260
Use CHAP

CHAP Authentication

CHAP User: gnapuser

CHAP Secret: ey

Target IQN: iqn.2004-04.com.qgnap:ts-509:iscsixenstorage.b9281b (. v [ Discover IQNs ]

Target LUN:  |{LUN 0: Sef2fbd3-abicc-4cdb-09¢7-3855796¢6220: 5000 €  [f| Discover LUNs |

[ < Previous ] [

XenServer will scan the LUN. If the LUN is a new one, XenServer will propose to format
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the LUN in order to use it as a storage repository. Click “Yes” to format the LUN. All

the data will be destroyed.

' Location l > |

4. Creating a new virtual disk on this LUN will destroy any data present.
i You must ensure that no othe i

KenServers, or the virtual disk may become corrupted while in use,

Do you wish to format the disk?

When the operation has completed, the storage repository will be shown.

File  Wiew Pool Server VM  Sto

Q) Back ~ ) Forward - @i“nddm

Show: | Server View P | - |
= 9 HenCenter

= B
% Debian Lenny 5.0
6 Ubuntu Server 9.10 64-bit
% Windows Server 2008 04
(=4 DVD drives
(@ 1SCSLSR_00
1 i5CSL5R 0
1 i5CSL5R 02

" My QNAP iSCSI Storage

== 1% LHaranry

(=] Removable storage




Click the storage repository (My QNAP iSCSI Storage), the status and multipath
information will be shown. QNAP NAS supports MPIO and XenServer. If your NAS has
more than one IP address, you can use this feature by enabling “Multipathing”. The
number of active paths will be shown.

= €3 XenCenter W_——
=] Eb XenServer5

% Debian Lenny 5.0 Storage General Properties

(% Ubuntu Server 9.10 64-bit
% Windows Server 2008 x64

(=] DVD drives General
@ iSCSI_SR_00 A
| iSCSL_SR_01 Name: My QNAP iSCSI Storage
{ iSCSI_SR_02 Description: iSCSI SR [10.8.13.54 (iqn.2004-04.com.qnap:ts-509:iscsi.xenstorage.b9281b)]

S—— Tags: Add Tag...
= ! Folder: <None> Change...

(=] Removable storage J
Type: LVM over iSCSI
Size: 4 MB used of 5000 GB total (0 B allocated)
SCSIID: 3600140576b0eeldcde539d4d52d808bdb
Status
State: OK
XenServer5: Connected

__Multipathing

XenServer5: 2 of 2 paths active (2 iSCSI sessions)
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Create a new VM on the new storage repository

Follow the steps below to create a new virtual machine (VM) on the new storage

Select the media for the CD/DVD-ROM drive.
Set the number of CPU and memory quantity.

repository.

1. Right click your XenServer.
2. Click “New VM”".

3. Choose a template.

4. Choose a name for your VM.
5.

6.

7.

Select the pre-existing location for the virtual disk location, click “Edit”.

€9 New VM - XenServer5 >

@l Enter the information about the virtual disks for the new virtual machine

Template
Name
Location

CPU & Memory

Virtual Disks
Virtual Interfaces
Finish

CITRIX

The default virtual disks for the template you have selected are listed below.
You can add, modify or delete virtual disks, if required. When you have finished, click "Next" to

Virtual disks installed on the new machine:
Size (GB) Shared
24 iSCSI_SR 00 Yes

Location

11



QNRAP

8. Specify the size of the virtual hard drive. Select the location "My QNAP iSCSI
Storage” and then click “"OK".

- E = = == _—
Disk Settings 3
L ———

Enter the settings for the new virtual disk

Disk Access Priority
[] Read Only U

Highest:

Location:

Free Space
(GB)

iSCSI_SR_00 4SCSI SR [10.8.12.45 (iqn.2004-04.com.... |99 91
Local storage on Xen... 141 141

My QNAP iSCSI Stora... | iSCSI SR [10.8.13.54 (ign.2004-04.com.... 14999

Name Description Size (GB)

9. The virtual disk on the NAS is shown. Click “Next”.

Template The default virtual disks for the template you have selected are listed below.
Name You can add, modify or delete virtual disks, if required. When you have finished, click "Next" to
Location Virtual disks installed on the new machine:
CPU & Memory
Virtual Interfaces
Finish
L]
cn'R!X' [Luhdde)] [LuEditen] [ Delete

i) (]

10. Set up your Virtual Interface Network. Then click “Finish”.
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Multipath configuration on XenServer

Before adding the iSCSI target to the XenServer, you may want to enable Multipathing.

If the NAS has more than one IP address, you can use Multipathing on XenServer.

To

use multiple IP setting, login into the NAS with user "admin” and then you have to

disable the “"Network Port Trunk

ing” on the NAS in “System Administration” > “Network”.

Home > > System Administration => Network

Network
| Teriw || |[1pve
o) Hardware
iy SeCurity IP Address
* Motification
. Interface DHCP IP Address Subnet Mask Gateway
# Power Management -
& Metwork Recycle Bin Ethernet 1 Mo 10.8.13.54 255.255.254.0 10.8.12.1
£, Backup System Settings
- Ethermnet 2 Yes 1081274 2552552540 0.0.0.0
v System Logs
 Firmware Update
& Restore to Factory Default Default Gateway
I Disk Management
= v Use the settings from: E:E
I+ [ Access Right Management

=[] Metwork Services
- [ Applications
T Rackun

*® Function Search

Keyword

Port Trunking

art Trunking provides network load balancing and fault tolerance by combining two Ethernet interfaces ir

the same time offers the redundancy for higher availability when both interfaces are connected to the sam
' [C] Enable Network Port Trunking .

Selectthe porttrunking mode from below. Please note that incompatible mode settings might cause
information, please click here.

| Balance-rr (Round-Robin)

After disabling the port trunking mode, you can configure 2 IPs on the NAS, using DHCP

or fixed IP.

Then, follow the steps below to
configure multipathing settings
on XenServer.

1. Right click XenServer and
select “Enter Maintenance
Mode”.

need to shut down all the

Note that you may

running virtual machines.

File

@Back - J Forward ~

View Pool Server VM  Storage Templates

@F Add New Server @l

» [j| Ele XenServer

Show: [ Server View

| Search I General

New VM...

Import VM...

New Storage Repository...
Add to Pool

Management Interfaces...

& Reboot
@© ShutDown

Disconnect

Properties

13
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2. Right the XenServer and select “Properties”.

File View Pool Server VM Storage Templates

@ Back ~ |\) Forward ~ @Add New Server @] N

Show: | Server View P | . | Z  XenServer5

-El EXenSewe.i- haavm
ew VM..,

Import VM...

[ Search I General

=4 New Storage Repository...

= Add to Pool

@ iSCSL
1 iSCSI Management Interfaces...
- 1SCSL Exit Maintenance Mode

< Local
3 NFSI & Reboot

= Remg @ Shut Down

Disconnect

_| Properties

3. Under “Multipathing”, select the option “Enable multipathing on this server”.

-

0 ‘XenServer5' Propeftiesv

General
XenServerd

€ Multipathing

P Crntomiets Dynamic multipathing support is available for som

<None> be in Maintenance Mode before you can change its
4 Alerts running virtual machines with virtual disks in the a
Mo ae s the changes are made.

Email Options Enable multipathing on this server
None defined
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4. Right click XenServer and select “Exit Maintenance Mode”.

File View Pool Server VM Storage Templates

eBack v (& Forward - Add New Server =

Show: | Server View L:l; XenServer

ente
ﬂ !», XenServe-

[ Search I Gen

Import VM...
4 New Storage Repository...

Add to Pool

Management Interfaces...

Exit Maintenance Mode
T

&) Reboot
® ShutDown

Disconnect

Properties

Details:

There is no required operation on QNAP NAS. Multipathing is supported natively.
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Advanced multipath configuration

XenServer supports an advanced multipath configuration. It is reserved to advanced
users with system administration knowledge. You can refer to the Citrix article:
http://support.citrix.com/article/CTX118791

The device section needed in /etc/multipath-enabled.conf for QNAP devices is:

device {

vendor "ONAP"

product "iSCSI Storage"

polling_ interval 10

selector "round-robin 0"

path grouping policy multibus

getuid callout "/sbin/scsi id -g -u -s /block/%n"
prio_callout none

path checker directio

failback immediate

Additional information

Citrix Ready products: http://hcl.xensource.com

Citrix website: http://www.citrix.com

QNAP Turbo NAS application notes: http://gnap.com/pro features.asp
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